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hat is a green data center? Data

center industry stakeholders are
ssing definitions in various consortiums
‘and forums, but a publicly obtainable docu-

‘ment is not currently available.

One common approach to greening the data center is
to extend the U.S. Green Building Council (USGBC)
Leadership in Energy and Environmental Design®
(LEED) program. Currently, the LEED Green Building
Rating System offers a performance assessment method
to document the environmental consciousness of a com-
mercial building in design, construction and operation,
does not directly focus on data centers.
ormance assessment method has certain pre-
and assigns credits in different categories: site,
rgy, materials and indoor environment. The
across all categories are added together
single, overall score. The score determines
ion level, where a greater number of credits
her certification level,! Although LEED
building and includes energy efficiency,
rds human and environmental health and
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does not entirely consider the energy intensive aspect of
the data center, which accounts for 1.5% of the U.S. retail
electricity.? To address the unique energy density in the
data center, this article proposes an evaluation system
to grade a data center on the entries fulfilled.

The evaluation system consists of two elements,
the point structure that determines a grade and the
detailed information that describes the documentation
requirements which must be adhered to for points. The
point structure and detailed information are broken
down into five groups: facilities, mechanical, electri-
cal, operations and efficient practices/innovation,
Within every group, there are categories, entries and
a numbering system.

The point structure contains a certain number of
prerequisites in each group that must be fulfilled to be
considered for a grade. There are 28 prerequisites out of a
possible 130 points; therefore, the prerequisites represent
22% of the total points. Table | shows the distribution
of points per group.

The grading scale is as follows:

1=66%+
2=51%-65%
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3=36%—-50%
4 = 22%~-35%
5 = Does not meet prerequisites
The evaluation system currently is organized for a new data
center, sometimes referred to as a greenfield or grassroots data
center. However, the detailed information includes “E only”
designations which mean that the specific descriptions and
documentation requirements would apply only to existing data

: 'J ~ centers, For the purposes of this article, the existing data center

point structure is not included.

~ The following pages give the breakdown of the data center
~ energy efficiency evaluation system by group. Each group in-
~ cludes category, alphanumeric number with allocated points,
description and documentation headings. As an example, the

-~ first group, Facilities, gives points in two categories: Planning as

well as Building and Construction. Planning has two prerequi-
~ site entries, indicated by PR, and seven optional entries that are
assigned an alphanumeric number. In the planning category, G1-
- lisaprerequisite and G1-3 is an option. Each entry includes a
- description, documentation requirements and lists the potential
~ amount of points in the Number column. If the documentation

ber 2007

Data Center Evaluation System
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Tuble 1: Allocation of points in each group.

requirements are satisfied, the points are granted.

The intent of the evaluation system is to focus on a single
environmental attribute due to the nature of computing in the
data center and the scrutiny of data center energy efficiency, as

evident in the EPA’s report to Congress.? The data center evalua-

tion system is not intended to be a green building rating system
like LEED or other rating systems that have been established:
however, the data center evaluation system could be positioned
as a supplement to a recognized building rating system.
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Table G4: Data Center Operations—17 Po';sibip Points

Temperature  G4-3 Use CRAG/CRAH supply-side temperature control to maintain a con-

{1pt) stant discharge temperature.
Humidity G4-4 Choose a humidification system that has the least operating costs
(1 pt./PR) with tight control over the environment.

G4-5 Set the relative humidity to the lowest level based on ASHRAE’s Thar-
(1 pt/PR)  mal Guidslines for Data Processing Environments or to a minimum
level based on external climate factors.

G4-6 Allow a large humidity control tolerance and use dew point control
(1pt) to minimize simultaneous humidification and dehumidification of
G4-7 adjacent CRAG/CRAH units.

(1 pt/PR)
G4-8  Ifthere is a need for humidification, consider installing humidification
(1 pt) equipment on make-up air units used for positive pressurization.

Preventative  G4-9 Periodic data center cleaning should be done by a qualified, experi-
Mainte- (1 pt) enced company to optimize equipment efficiency and performance.

i G4-10 Perform regularly, scheduled maintenance on the CRAC and/or
(1 pt/PR) CRAH filters, pulleys and belts.
G411 -A fiiter's air resistance Increases as the filter becomes dirty which
(1pt) Increases fan static pressure and energy use. Ensure that there are
G4-12 no air bypass pathways.
{1 pt)  -Pulleys should be adjusted lo provide the appropriate CFM based on
the fan curve.
-Belts should be checked for wear and tear to minimize slipping and
debris.
G4-13  Electrical connections with fittings should be checked for damaged or
(1 pt) loose connections and hot spots via infrared Imaging.

Eonly  Inspection of equipment plugs and receptacies should be done to
ensure adequate mating and ground continuity.

Training E only Ensure that the IT and facility operations staff receive education on
identification and proper operation of all systems and lhalr energy

efficlency features.
G4-14  Establish policies and educate IT and facility operations staff on data
(1 pt.iPR) center best practices.
G4-15 Encourage the IT and facility operations staff to look for and report
(1 pt./PR) opportunities for energy improvements.
Commis-  G4-16 Ensure the infrastructure design has been fully engineered and
sioning (1 pt/PR) tested.

Eonly  Fully commission and recommisslon the air-conditioning and electri-
cal systems periodically.

G417 Ensure setpoints are at proper values, sensors and controls are in
a (1pt) calibration, airfiow is within design tolerance, and regulation valves
ik are functioning correctly. .

Study feasibility of implementing.

Compare humidification systems such
as electric and ultrasonic.

Study and implement if it provides en-
ergy efficiency benefits.

Document a plan for data center
cleaning,

Document a plan to complete CRAC/
CRAH maintenance periodically.

Submit preventative maintenance plan
that includes frequency, procedure
and information from the manufaciurer
regarding the proper upkeep of the
electrical equipment.

Document findings and fix deficiencies.

tain plan for training nuwnmpluyeu
Require as part of the training course.

Document a plan for commissioning to
establish a baseline of the mechanical
and electrical systems.

Record the resulls and indicate which

systems may require replacement, time-
frame and costs Gompared to savings.

At a minimum, include in the plan for
commissioning.

~ Note: PR = Prerequisite
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In conclusion, the evaluation system provides an initial means
1o grade the energy efficiency impact of the data center. The
evaluation system is in its infancy and the authors acknowledge
that more work needs to be done in collaboration with ASHRAE
Technical Committee 9.9. Mission Critical Facilities, Technol-
ogy Spaces and Electronic Equipment and other organizations
to create a comprehensive data center energy efficiency evalu-
ation system.
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